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(PART I) 

SYHTHESIS OF DISTRIBUTED SYSTEMS 



A. INTRODUCTION 

This inves t iga t ion  is concerned with adapting a modern 

hybrid computing facil i ty t o  the synthesis  of systems where the 

ac t ive  as w e l l  as passive elements may be dis t r ibuted i n  space 

o r  where combinations of lumped devices and d i s t r i b u t e d  trans- 

mission systems may exist. 

waves i n  a inhomogeneous and possibly time-varying media. 

viewpoint taken i s  t h a t  the d i s t r ibu ted  parameters (e ,g .  the 

resistance and capacitance which can vary continuously as a 

funct ion of d is tance  i n  the d i r ec t ion  of propagation) are t o  be 

optimized so as t o  achieve a cost o r  penalty function minimiza- 

t i o n .  Practical boundary and state var iab le  cons t ra in ts  are t o  

be satisfied such as inequal i ty  cons t r a in t s  on the values of the 

d i s t r i b u t e d  parameters, 

optimal electrical propert ies  of the media as a funct ion of 

pos i t ion  i n  the direction of wave propagation. 

We are thus concerned with guided 

The 

The r e s u l t  i s  a determination of the 

For t h e  case where the n e t  energy absorbed is  pos i t ive  the 

material w i l l  be passive and an optimal i n t e r s t age  or transmis- 

s ion  or f i l t e r  or  equal izer  w i l l  be obtained. 

It i s  conceivable t ha t  energy may be pumped i n t o  the wave- 

guide o r  transmission l i n e  by means of parametric exc i t a t ion  of 

the dielectric constant. 

i n g  capacitance or  inductance as i n  the ferromagnetic magnetic 

amplifier.  

metric amplif ier  equivalent  c i r c u i t  

Examples may be d i s t r i b u t e d  time vary- 

See the sketch below of a transmission l i n e  para- 
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The direct method of the calculus  of var ia t ions  i n  the form 

of steepest descent (or the method of gradients)  i s  used t o  

evaluate the optimal d i s t r ibu ted  parameters. 

set-up fo r  solving a par t i cu la r  example has been determined. 

brief description i s  given i n  the sequel and the fundamental 

A Hybrid computer 

A 

approach is divulged , 

B. GUIDED WAVES 

The posit ion taken here is  that i n  integrated c i r c u i t s  a t  

high frequencies waves are propagated or  guided f r o m  one point 

t o  another and it i s  our task t o  cont ro l  the electrical proper- 

t ies  of this d is t r ibu ted  medium so as t o  s a t i s f y  a c e r t a i n  

criteria, We s tar t  by developing i n  br ief  the generalized t rans-  

mission l i n e  equation f o r  guided waves, 

Assume the medium can vary i n  one d i rec t ion  only - the direc- 

t i o n  of propagation z ,  then Maxwellfs equation can be s p l i t  i n t o  

longi tudinal  and transverse components, i.e, the gradient  can 

be writ ten 

be w r i t t e n  E = E, + Et and so on, 

pose the waves i n t o  their various modes. 

= V t  + Ve and the  electric f i e l d  i n t e n s i t y  E can - -  - 
I n  th i s  manner we can decom- 

The r e s u l t s  are 



A l l  these quant i t ies  Eey Hey g y p  are both time and space depend- 

ent .  I f  we assume periodic t i m e  dependence of E andp the  analy- 

sis w i l l  lead to  a t r ave l l i ng  wave parametric w p l i f i e r .  

For the E mode a general model can be derived. The r e s u l t s  

I t  -I 

Synthesis of an R-C l i n e  

The time domain design problem f o r  a series R-shunt C dis-  

t r i bu ted  network is one of many t h a t  can be handled. 

problem the  quant i t ies  used are defined i n  Fig. 1. 

For t h i s  
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I 

Fig. 1 

The statement of this problem is: 

Given the source voltage Vg(t), source res i s tance  % and 

the load resis tance R , f i n d  the R and C d i s t r ibu t ions  such 

t h a t  the output voltage Vca 2) i s  the  best approximation i n  the 

i n t e g r a l  square sense t o  the  desired output voltage,  over t he  

t i m e  i n t e p a l ,  ( o  ,T) . 
9 
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Tne system equations are: 

a - i(x,t) 3. c(x),', a v ( x , t )  = 0 
D X  

with boundary conditions 

fo = v ( 0 . t )  i. R,i(o,t) - v p  = 0 

and f" = Tdi,t) - R i(4,t) = o  
V ( X , O )  = i(x,o) = 0 

. vd(tf i s  t h e  desired output voltage 

3ur t ask  i s  t o  f ind  r ( x )  and c ( x )  such t h a t  

m c) 

2:; iiiinlni::ed subjec t  t o  the  physical inequal i ty  cons t r a in t s  

.~ -.-..A~~ 7 - -----,-- ' ; 2ezh and Koyt have attempted. a so lu t ion  t o  t h i s  problem by a?- 

--Iyi-::z- 2.e c&-cE!-us 02 vayiat ions.  The va r i a t ions  i n  the  neighborhood 02 t he  

 ti:,-.^??. d i s t r ibu t ions  yie1.d a se t  of in tegro-par t ia l  d i f f e r e n t i a l  ecuat icns  

as a x t  ol necessary conditions.  This i s  f u r t h e r  complicated by being a 
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with var iab le  coef f ic ien ts .  This set  is compactly written in vector notation 

as 
f 
Z = A Z  

' Z ' l  [ii:T'], 
........... where T'= po,vl, 'N1 ........... and where T& [io,il, 'N] * 

with V,(X) = V(X,An)r 

and iJX) = i(x,an); where A i s  t h e  d i s c r e t i z i n g  

step i n  time. 

r;lhe r e 

The boundary conditions are 

become s 
- 2  j - vdi 

IT i s  an i d e n t i t y  matrix 
of rank ( N + 1 )  

K i s  a truncated t r i a n g u l a r  
ma-trix of rank ( N + l )  

Pontryagin s i\Iaximum Friiiciple 

Defining a new s e t  of s ta te  var iab les  !;(xi such tha t  
- 

2 2 
Q . k ( X )  = CVk - Vdk) ; 

.<I? a r r i v e  a t  the Hamiltonian 

( 7 )  



ibximizing 11 i s  a necessaiy condition f o r  minimizing F. The d i r e c t  method is 
with 

mtconcemed/ thcse  conditions,  bu t  t h i s  formulation i s  used t o  ob ta in  inforna- 

t l o n  ak~ut t he  nature of t h e  solution. 

T.H i den t i ca l ly  c::cc;;t T O T  possibly the regions 01 x, over wnich 

v;n_ Z ~ - ~ C L .  

We see t h a t  we have a bang bang con t ro l  

t\r 
. .  

- .  CT sci 1 2 n t Tc ch n i  cue : 

ni- lilc gcr.r,r.al ?hilosophy behind t h i s  technique i s  t o  obta in  the  var ia t lor .  

f:. SIZ critc;.lon Iunct ional  a s  a i-unctioli of t h e  va-;1.iations i n  t h e  cont?.:-luous 

:U:IcLOi-iS ?(;:) and e( : : ) .  

U'= L r ( x ) ,  c(X)] 1 

- 
( ' l e  w i l l  r epresent  t h e  con t ro l  var iab les  as u, ::he-re 

The method traces J, path i n  u space t h a t  uni?ormiy 

--, iducz;  3 F, t11us converging t o  a l o c a l  optimum of G. 
Zqua-tions ( 5), (63 and (7 )  give a complete statement 03 t h e  problem. The 

;;10 i;. ___ -i :z i -kLL 7 -1 ci6tcri.on h n c t i o n  ,C which incorporates the system equations i s  given 

i s  a se t  of ad jo in t  var iab les  



. .  . .  . . .  . 
. .  

. . .  . .  . .  

which may be ident i f ied  as the  Lagrange mul t ip l ie rs  ( funct ions of x ) .  The quan- 
- 

and Ta are constant Lagrange mul t ip l ie rs  and t h e  Hamiltonian 
7 0  

t i t i e s  

The f i r s t  order var ia t ion  i n  F i s  obtained as 

For ,steep scent one has t o  choose b?i SO t h a t  IbFIis maximized, and 

bF i s  t o  be negative. I n  order t o  avoid a s ingular  problem, we may choose 

-$ 6c'W bc dx as a penalizing function and add it t o  the  r i g h t  hand 
0 

s ide  of the ecpation ( 9 ) .  

NOW ininimizing GF w . r . t .  (LZo,&Z , Z  ,&x,Gi) we obtain 
- - /  

k i - - z  = o  which are the system equations ( 5 )  and HZ + 
4 

which are the  adjoint  equations 

- 
7 = - A I 1  

= o  



condition f o r  t he  minima, 

Computations : 

It i s  required t o  solve two sets of d i f f e r e n t i a l  equations a t  every stage, 

equations (S), (6), (lo), both 02 which are two-point boundary value problems 

(11): . 
A c lose r  look reveals  t h a t  the system equations are of t he  form 

d 

d 
dx Vk = r i k  

E ik = (vk - Vk-l 1 
and the  boundary conditions 

= o  
= o  

Tne adjo in t  equations have the same form. This makes it possible t o  solve 

the  set, pairwise, with the  he lp  of a hybrid computer. 

programmed t o  Zind the  solut ion t o  the  two-point boundary value problem by 

The analog computer i s  

i t e r a t i n g .  

a D t o  A coavci7ter. 

Tine d i g i t a l  computer feeds the  var iab le  parameters r and c through 

Tine solut ions are s tored i n  the memory of the d i g i t a l  computer which i s  

rcqui-lcd t o  do the  algebraic operations and compute b; , The flow diagram 

i s  given i n  2ig. 2 .  

Other Considerations. 

(1) Eate cons t ra in t :  I n  t h e  case of t h i n  f i l m  c i r c u i t s  it seems 

reasonable t o  incorporate a constraint  on the  rate of var ia t ions  i n  r and c .  

This can be done by adding a u P u dx 
I 2, 2 

penalty function 02 t he  form $oJ 

where P i s  a symmetric matrix. 
X d i t i o n  02 t h i s  penalizing function t o  eopation ( 8 )  eliminates the  need 

i'Ol? ar, arbitrzq.7 ~mcl . .kx i - rg  Cunction *oj.. &if W 'bT; dx 



The accessory problem of choosing bc f o r  minimizing 6F has a so lu t ion ,  

The magnitude of t he  components of rl should be small enough so t h a t  t he  

perturbation equations and f irst  order  approximations are va l id .  The upper 

l i m i t  on the  magnitude of the  components of i s  obtained from the  cons t r a in t s  

on u. 

0 - 
I -  

4 ( 2 )  Second Variation . 
A va l id  objection may be ra i sed  about the  rate of convergence and t h e  

number of i t e m t i o n s  nea r  the optimal solut ion.  

proved by taking in to  consideration the  second var ia t ion .  

The convergence can be i m -  

A formulation based 

on Bullock 's  Paper' was attempted, 

no problem. 

Obtaining t h e  i t e r a t i v e  procedure poses 

However, the set  of d i f fe - ren t ia l  equations required t o  be solved 

takes us back t o  the old problem of multivariable state equations with s p l i t  

boundary conditions. The improvement i n  convergence may not o f f s e t  t h e  e z f o r t '  

involved i n  solving the  equations. 

Furthermore, the  problem of slow convergence w i l l  be faced i n  t h e  neighbor- 

hood of t h e  optimal solut ion.  

tolerances i n  synthesizing the network the  extra e f f o r t  i n  obtaining t h e  op- 

t i m a l  cont ro l  i s  not tlarrantcd.. 

And s ince w e  have t o  worry about t h e  p r a c t i c a l  

Ccnclv ,5 ons . 
Tne ap;Ti&cn adaL7-eccl here gPves successive improvement i n  the  design. 1 The 

hg7b-~-?_d. computation aloil9 u i t h  the  pairvise  separation of state and ad j o i n t  equa- 

l 



t i o n s  makes it possible t o  tack le  the discouraging task  of solving multi- 

var iable  sta te  equations with s p l i t  boundary conditions. 

avoids t h e  s ingular  solution. 
f 

the problem of s ingular  cont ro l /  

The rate cons t r a in t  

The gradient technique w i l l  also h e l p  t o  solve 

1 ,xLd modify f o r  Lhe 
I U 

, 

Compute I I ,  

l------l I compute 6 I 
4 

Avaluatt L i l t  uoundary 
conditions for t he  
a d j o i n t  equations 

c 
Solve t h e  

ad jo in t  equations 
on Hybrid Unit 

* . .  r 12. 2 . Flow Uiagrain 
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The design procedure using computers can be as shown i n  t h e  

following flow graph : 

a t i o n  

n thes i  Q 

I t i o n  I 

I F ina l  
c i r c u i t  

Figure 1 - Circu i t  Design Flow Chart 

We have shown i n  p a r t  I how the  synthesis  part of t he  design 

procedure can be handled using a hybrid computer t o  solve the 

v a r i a t i o n a l  problem. 

i s  to  carry out  the  rest of the  design procedure. 

Next, we w i l l  show how the  hybrid computer 

We have d i rec ted  our a t t en t ion  i n  t h i s  period t o  the  problem 

of analysis  and simplif icat ion.  

equations a x  communicated to  the  computer v i a  a l i g h t  pen and CRT. 

It i s  assumed t h a t  flow graph 
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The method used is based on t h e  Primitive Flow Graph f i rs t  

developed by Mason") and a l s o  used by Seshuand Balbanian 

which i s  re la ted  t o  Bashow's "Aw Matrix as are most of t he  present 

' 2 )  

computer programs(3). 

Masonr.s method as w e l l  as Yang . 
I n  f a c t ,  HappC4) and h i s  NASA group use 

(5) 

Our approach t o  the  problem of ana lys i s  i s  based on the  ob- 

servat ion that the  d i g i t a l  computer programs used such as ECaP, 

SCEF'33.E etc. use the  d i g i t a l  computer t o  simulate t h e  network. 

The analog computer i s  much more v e r s a t i l e  a t  simulation and when 

combined with a small scale d ig i ta l  computer ( t h e  combination 

being called Hybrid) ana lys i s  as w e l l  as parameter optimization 

may be carr ied out  much less expensively and on l i ne .  

t h e  routines shown i n  Figure 1 can be car r ied  ou t  on l i n e  which 

means tha t  the  human can intervene a t  w i l l .  

most desirable .  

and when their use can be shown t o  be competitive with Hybrid 

computers then the analog element can give way t o  the  d i g i t a l  and 

t h e  ex i s t ing  small-scale computer can act as a buffer.  

'phus, a l l  

We f e e l  t h a t  t h i s  i s  

When time-shared d i g i t a l  computers are ava i lab le  

After t he  d i g i t a l  computer has digested the information 

presented t o  it by the  CRT display,  a program ha8 been wr i t ten  

t o  p lo t  the  signal flow graph automatically f r o m  the  flow graph 

connection matrix. 

A Gauss elimination technique is used t o  solve f o r  any of 

This rout ine can handle complex numbers as re- the var iables .  

quired fo r  a.c. analysis .  

ence any branch has on a var iab le  represented by a node f o r  a 

This allows us t o  determine the  inf lu-  
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pa r t i cu la r  frequency and dr iving source. We s t o r e  both the  magni- 

tude and phase. men each branch value i s  eliminated one a t  a 

t i m e ,  and new node value is  determined. The r a t i o  of the magni- 

tudes of the differences between the magnitudes of the node value 

wi th  and without the branch is determined. 'fhe differences i n  

the phase angle i s  also determined. If  these differences both 

i n  magnitude and phase are within a preset r e j ec t ion  criteria, 

the branch can be eliminated. I f  not ,  the branch i s  retained.  

Because some transmittances have a greater effect a t  some fre- 

quencies than at other  frequencies, it is necessary to  r e t a i n  a 

branch i n  the s i g n a l  flow graph i f  it did not  meet the rejection 

criteria f o r  a l l  the frequencies of i n t e r e s t .  A simplif ied flow 

g-raph is then drawn f o r  the designer 's  use. 

The s i g n a l  flow graphs for  the o r i g i n a l  graph and f o r  the 

reduced graphs for  two d i f f e r e n t  criteria are shown i n  figures 

2, 3 and 4. The o r i g i n a l  c i r c u i t  i s  shown i n  f igu re  5, It is 

readi ly  observed tha t  the direct path has been eliminated f r o m  

the input  IB t o  the emitter voltage VE, Note also t h a t  the  

cur ren t  feedback node If2 can also be eliminated. This w i l l  be 

done i n  our next rev is ion  of the program, 

If3. 

eliminated * 

The same is  t r u e  f o r  

The branches connected t o  these nodes w i l l  then be 

This pa r t i cu la r  example was taken f r o m  an article by Wald- 

Note tha t  our reduced graph will be simpler and that hauer(6). 

it was obtained r igorously,  - not  by i n t u i t i o n .  I f  desired, the 

s implif ied flow graph a t  low, medium and high frequencies may be 
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separately drawn t o  show t he  influence of the  r eac t ive  elements. 

The s igna l  flow graph i s  e a s i l y  converted t o  an analog com- 

puter patch-up by inspection. However, t o  avoid error, a program 

w i l l  be writ ten giving spec i f ic  typed-out i n s t ruc t ions  t o  patch 

the  analog computer, 

t o  simplify the  patching as well as t o  simplify any d i g i t a l  

simulation, 

The s impl i f ica t ion  procedure can be used 
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-1 

Figure 2 - 9 Original Signal-flow graph for composite 
stage 

5 0 .  
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Figure 4 - Reduced 
cr i ter ia  0,65 t o  2.5 and phase cr i ter ia  
2 6.50, 

Signal Flow Diagram with magnitude 

Figure 5 - Equivalent Circuit of the Composite Stage 
using hybrid-pi transistor parameters. 


